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Abstract: E-commerce has reshaped the global trade front, now becoming an all-important tool for 

organizations, businesses, and governments to increase effectiveness. A primary reason driving the 

growth of e-commerce is the ease of card transactions through the Internet. However, with the spread 

of digital payments, cybercrime cases and cybersecurity issues also increased. Fraud financing 

deliberately denies the victim's rights or gains unlawful monetary advantages. Thus, detecting fraud is 

one of the primary concerns for banks and other financial institutions. ML is emerging as an innovative 

solution in detecting credit card fraud, surpassing conventional techniques by identifying complex 

patterns within big data. By analyzing user behavior, payment methods, and transaction patterns, it can 

predict and prevent abnormal activities. This study assesses the capability of ML algorithms to identify 

fraudulent credit card transactions through the application of algorithms like Logistic Regression (LR), 

Random Forest (RF), and K-Nearest Neighbors (KNN). Through credit card transactions in Kaggle 

data, accuracy, precision, and F1-score assessments are evaluated on these models. According to the 

outcome, the model that depicted maximum accuracy is LR while attaining 94% for fraud detection 

accuracy. This shows the potential of ML techniques to enhance fraud detection systems and provide 

more security and efficiency in digital payment systems. The findings also highlight the importance of 

embracing advanced analytics in combating financial fraud and securing the ever-changing e-

commerce landscape. 
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1. Introductıon 
 

Credit card fraud has become a pressing issue in the digital age, significantly impacting financial institutions and 

individuals. With the surge in online transactions and the sophistication of fraudulent schemes, traditional fraud 

detection systems have struggled to keep pace. Rule-based systems, where the patterns are predefined, face high 

false positive rates and fail to detect new fraud tactics and evolving ones that cause significant financial and 

reputational losses [2]. Therefore, the need for innovative and accurate fraud detection mechanisms has become a 
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priority. 

This paper applies ML techniques to overcome credit card fraud detection challenges. Logistic Regression (LR), K-

Nearest Neighbors (KNN), and Random Forest (RF) were selected for their proven effectiveness in classification 

tasks and their potential to enhance fraud detection accuracy [4]. This can enable the fast processing of large datasets 

containing transactional data to discover complex patterns and obtain predictions in real-time, making them a robust 

alternative to current systems [3]. In addition, several automated machine learning frameworks have emerged as 

crucial solutions, making the development process and deployment of such an algorithm faster while maintaining 

high precision [9]. 

One central goal of this work involves testing and comparing the algorithms based on precision, recall, F1-score, or 

accuracy. Another key research objective is to handle an issue in fraud detection that often arises in datasets: class 

imbalance. Some other methods, such as undersampling and synthetic data generation, are used to resolve the 

problem and make a model more reliable [7]. Further, other cutting-edge methods, like feature selection and 

hyperparameter optimization, are also applied to improve the performance of algorithms and scalability [5]. 

The practical results of this research are massive. Financial institutions can adopt this knowledge to improve fraud 

detection frameworks, reduce operational costs, and enhance customer trust [8]. Besides, it is a foundation for future 

research by promoting hybrid approaches and sophisticated feature engineering techniques. It is towards filling the 

gap between classical and modern detection systems, protecting stakeholders from ever-emerging fraud threats. 

Many studies have emphasized the significance of machine learning in fraud detection. For instance, [6] pointed 

out that data-driven models are highly relevant to identifying fraud patterns, and [10] demonstrated the capability 

of ensemble techniques to boost detection accuracy. Aleskerov et al. [1] opened the field of neural networks in fraud 

detection, but their contribution paved the way for later developments in the field. These results clearly show the 

impact of ML algorithms on preventing financial fraud. 

This paper is structured as follows: Section 2 reviews relevant literature. Section 3 discusses the background, 

problem statement, and research questions. The proposed methodology is given in Section 4. Section 5 describes 

the model evaluation and discussion. Finally, Section 6 concludes with insights and suggestions for future work. 

 

2. Literature Survay 

 
Fraud is an illegal or unlawful deception intended to produce financial or personal gain. It is a deliberate violation of 

a law, regulation, or policy with the intent of acquiring unauthorized financial benefits. The literature discussed below 

focuses on different machine-learning techniques and models used for fraud detection, especially in the credit card 

fraud domain. 

Randhawa et al. [11] reviewed and compared popular algorithms, including Deep Learning (DL), Support Vector 

Machine (SVM), and Naive Bayes (NB). They compared hybrid and standard models incorporating AdaBoost and 

majority voting techniques using public credit card data. The majority vote had the highest MCC score of 0.823. 

When testing hybrid models, data samples were subjected to 10% to 30% noise. 

Raj et al. [12] applied the machine learning techniques of XGBoost, Decision Tree (DT), K-Nearest Neighbor (KNN), 

Random Forest (RF), Logistic Regression (LR), and SVM on a dataset of online credit card transactions. They 

evaluated the algorithms using the confusion matrix, F1, and accuracy scores. The results showed that all six models 

successfully detected fraud since they have high accuracy. 

In its research, Awoyemi et al. [13] evaluated the performance of the use of Logistic Regression (LR), K-Nearest 

Neighbor (KNN), and Naive Bayes (NB) on highly imbalanced data related to credit card fraud. The dataset 

comprised 284,807 European cardholders' transactions, using a hybrid under/over-sampling strategy. Performance 
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metrics such as precision, sensitivity, Matthews' correlation, accuracy, balanced classification rate, and specificity 

metrics are used to get the result. KNN showed its best accuracy at 97.69%, while Naive Bayes scored 97.92%. The 

lowest accuracy score stood at 54.86% for LR. 

Xuan et al. [14] employed a pair of Random Forest (RF) classifiers, namely CART-based RF and Random-tree RF, 

to identify fraud and expected behavior. Based on a dataset from a Chinese e-commerce business, their work 

compared the performance of the RF classifiers using different base models. 

Thennakoon et al. [15] used SVM, NB, and LR for fraud detection. SVM was reported to achieve the highest accuracy 

rate of 91%, outperforming NB and LR. Their future work focuses on fraud detection based on location. 

Ahmed et al. [16] proposed an alert algorithm known as Intimation Rule-Based (IRB). They developed an ontology-

based fraud detection tool to identify and prevent financial fraud, generating alerts with varying severity levels and 

eliminating dead notifications for improved efficiency and reliability. 

Wang et al. [17] optimized the Back Propagation (BP) neural network using the Whale Optimization Algorithm 

(WOA). This solved problems like system instability and slow convergence. The WOA provided the optimal initial 

values, further refined by the BP network algorithm for better performance. 

Malini and Pushpa [18] utilized outlier detection methods and the KNN algorithm to track fraudulent transactions. 

Experiment results showed that KNN was more efficient and accurate than other anomaly detection techniques. Their 

approach also aimed to reduce the misclassification of genuine transactions as fraudulent. 

Bonkoungou et al. [19] compared the performances of classifiers LR, RF, and GB for fraud detection. Due to frequent 

changes in pattern, the best algorithm was still chosen, RF. 

Varmedja et al. [20] used SMOTE to oversample an imbalanced dataset used for credit card fraud. They tested 

Multilayer Perceptron, RF, LR, and NB methods and concluded that all could determine fraud accurately. 

Reddy et al. [21] used XGBoost, LDR, and Gradient-based classifiers. XGBoost had the highest accuracy in fraud 

detection, though results were strictly dependent on data values. This caused repetition issues. 

Yee et al. [22] applied five Bayesian classifiers (K2, Logistics, NB, J48, and TAN) for fraud detection. Cleansed data 

showed improved results considerably for all classifiers, while performance degraded when tested in other datasets. 

Trivedi et al. [23] used machine learning models: ANN, NB, RF, LR, tree classifiers, and SVM to detect fraud. 

Among them, RF achieved maximum accuracy. However, the authors still suggested potential improvements in the 

efficiency of classifiers. 

Shen et al. [7] analyzed the performances of LR, neural networks, and decision trees for detecting fraud. LR and 

neural networks outperformed decision trees due to their excellent problem-solving capabilities. 

Adepoju et al. [25] tested NB, SVM, LR, and KNN. LR gave the best accuracy but required parameter tuning for the 

best performance. 

Alfaiz and Fati [26] used several models: CatBoost, LR, NB, DT, KNN, RF, LightGBM, GBM, and XGBoost. 

AllKNN with CatBoost (AllKNN-CatBoost) provided the best results, yet they depended on datasets. 

Ileberi et al. [27] experimented with decision trees, SVM, extreme gradient boosting, RF, extra trees, and AdaBoost. 

XGB-AdaBoost outperformed other algorithms, although the class imbalance problem led to diminished 

classification quality. 

Boutaher et al. [28] studied supervising algorithms, such as SVM, RF, and LR. They concluded that high utilization 

of supervised algorithms could be recommended while highlighting a need for extensive performance metrics to help 

determine the best models. 

Yousefi et al. [29] used LR, ANN, DT, SVM, and NB for fraud detection. LR was the most efficient model, but 

performance was reduced with the size of the dataset. 
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Pradhan et al. [30] experimented with ANN, RF, and other algorithms for fraud detection. ANN was the most 

accurate, and multiple calculations as modules were suggested to improve the final accuracy. 

Mienye and Jere [31] reviews DL-based approaches like CNN, RNN, LSTM, and GRU, compares their performance, 

addresses challenges in training fraud models, and demonstrates their robustness using real-world datasets. 

Baria et al. [32] proposed hybrid method combining deep learning's ability to capture complex patterns with linear 

regression's interpretability for effective fraud detection. A deep learning model, such as CNN or RNN, extracts 

feature from transaction data, which are then classified using linear regression. This approach enhances performance 

while offering insights into fraud, supporting financial institutions in combating credit card fraud. 

The dynamic shopping patterns of credit card holders and class imbalance challenge ML classifiers' performance.  

Mienye and Sun [33] addresses these issues with a deep learning ensemble combining LSTM and GRU networks in 

a stacking framework with MLP as the meta-learner, alongside the SMOTE-ENN method for class balancing. 

Experimental results demonstrate superior sensitivity (1.000) and specificity (0.997), outperforming traditional ML 

classifiers. 

Despite these advancements, existing techniques often need help with problems, including data imbalance, 

overfitting, and scalability issues. Many models require extensive tuning and are sensitive to dataset variations. This 

study addresses these gaps by leveraging state-of-the-art algorithms like Random Forest, Logistic Regression, and 

K-Nearest Neighbors on real-world datasets, focusing on feature selection, hyperparameter optimization, and 

imbalanced learning techniques to improve detection accuracy and generalizability. 

 

3. Background 

 

This section discusses existing training Models on Machine Learning followed by the definition of the problem 

statements of the proposed model.    

3.1.  Random Forest 
 

Random Forest is an ensemble learning technique that combines multiple decision trees to enhance prediction 

accuracy. It creates a "forest" of decision trees, each contributing to the final prediction. The output of the Random 

Forest model is determined by majority voting for classification tasks or averaging for regression tasks.  

The steps of the Random Forest algorithm are as follows: 

 
i. Randomly sample data points (with replacement) to create subsets of the original dataset (Bootstrap 

sampling). 

ii. Build a decision tree for each subset by selecting a random subset of features at each split. 

iii. Repeat this process to create multiple trees. 

iv. Predict outcomes for a new instance by having all trees vote or average their outputs. 

v. The final prediction is based on the class with the highest votes (classification). 

 
The Random Forest algorithm can be mathematically represented as follows: 

For a dataset D = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … … . , (𝑥𝑛 , 𝑦𝑛)} where 𝑥𝑖 represents features and 𝑦𝑖  represents labels. 

i. Randomly select N subsets 𝐷1, 𝐷2, … … . , 𝐷𝑏  with replacement. 

ii. For each subset 𝐷𝑏 , build a decision tree 𝐻𝐵(𝑋) using k-random features at each node split.  

iii. Aggregate predictions from all trees: 𝑌̂ = 𝑚𝑜𝑑𝑒{ℎ1(𝑥) , ℎ2(𝑥) , … . . , ℎ𝑏(𝑥) } for classification 
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3.2.  Logistic Regression 

 

Logistic Regression is a statistical method used for binary classification problems. It estimates the probability of a 

target variable belonging to a particular class based on input features. The model uses a logistic (sigmoid) function 

to map predicted values to probabilities within the range [0, 1]. 

The logistic regression model can be expressed as: 

𝑃(𝑌 = 1|𝑋) =  
1

1 +  𝑒−𝑧
 

Where 

𝑧 =  𝛽0 +  𝛽1𝑥1 +  𝛽2𝑥2 + ⋯ +   𝛽𝑛𝑥𝑛 
Here: 

 𝑃(𝑌 = 1|𝑋): Probability of the target variable being 1 given the feature set X. 

 𝛽0, 𝛽1, … , 𝛽𝑛: Model coefficients. 

 𝑥1, 𝑥2, … 𝑥𝑛: Input features. 

The steps of the Logistic Regression algorithm are: 

 

1. Split the dataset into training and testing sets. 

2. Fit the logistic regression model on the training set by finding the coefficients (β) using a likelihood-based 

optimization. 

3. Use the fitted model to compute probabilities for the test set using the sigmoid function. 

4. Classify an instance as class 1 if 𝑃(𝑌 = 1|𝑋) ≥ 0.5, otherwise class 0. 

 
3.3. K-Nearest Neighbor (KNN) 

 

K-Nearest Neighbor (KNN) is a non-parametric and instance-based learning algorithm for classification and 

regression tasks. The core idea of KNN is to classify a data point based on the majority class of its K-nearest neighbors 

in the feature space.  

The steps of the KNN algorithm are: 

 

1. Store all the training data points. 

2. For a new data point x′, calculate the distance d(x′,xi) between x′ and each training point xi.  

o The most common distance metric is Euclidean distance:  

𝑑(𝑥′, 𝑥𝑖) = √∑(𝑥𝑗
′ − 𝑥𝑖𝑗)

2
𝑛

𝑗=1

 

3. Identify the K-nearest neighbors to x′. 

4. Assign the majority class label (for classification). 

 

Advantages of KNN: 

 Simple to implement and intuitive. 

 Effective for small datasets with fewer features. 

 

However, KNN requires careful selection of K, as too small a value may lead to overfitting, while a large K may 

over-smooth the classification boundary. 
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3.4. Problem Statement 

 
Detecting credit card fraud remains a critical challenge due to the low accuracy and biased solutions often associated 

with traditional approaches. These limitations lead to substantial financial losses for credit card companies and 

cardholders. A significant obstacle is the highly imbalanced nature of the dataset, where fraudulent transactions 

constitute a small fraction of the total, making accurate detection difficult. Traditional machine-learning models need 

help with such imbalanced datasets, often favoring the majority class (legitimate transactions) and failing to detect 

fraudulent ones effectively. There is a pressing need for improved techniques to handle imbalanced datasets while 

achieving higher accuracy and fairness in detecting fraudulent transactions. 

 

This study aims to evaluate the performance of Logistic Regression against advanced machine learning models such 

as Random Forest and K-Nearest Neighbor (K-NN) in detecting credit card fraud. Additionally, it investigates the 

influence of dataset characteristics, including imbalance and size, on the models' performance. This work tries to find 

the solutions to the research questions given below: 

• How does Logistic Regression perform in detecting fraudulent transactions compared to other machine learning 

algorithms like Random Forest and K-NN? 

• What specific challenges do imbalanced datasets pose in the context of fraud detection, and how can Logistic 

Regression be adapted to address these challenges? 

• How does the size of the training dataset impact the performance of Logistic Regression, Random Forest, and 

K-NN in detecting fraudulent transactions? 

These research questions aim to explore the limitations of existing methods, evaluate alternative algorithms, and 

propose strategies to improve fraud detection outcomes. 

 

4. Proposed Methodology 
 

The identification of fraudulent credit card transactions by combining the discussed training models is proposed in 

this section with the input description. 

 
4.1.  Dataset Description 

 

In this paper, the dataset used is fetched from Kaggle (https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud) in 

CSV format. It's European credit card transaction data from two days. There are 284,315 legitimate transactions and 

492 fraudulent ones; the percentage of fraudulent transactions comes to 0.172%, making the cases much more 

challenging to detect the frauds precisely. 

 

The dataset features only numerical input variables derived through a Principal Component Analysis (PCA) 

transformation as shown in the Figure 1. Due to confidentiality constraints, the original attributes and additional 

sensitive details have been withheld. The primary features, labeled as 𝑉1, 𝑉2. … . . , 𝑉28 are the components generated 

by PCA. Two attributes, Time and Amount, have not undergone PCA transformation: 

 

 Time: Represents the elapsed time in seconds between each transaction and the first transaction in the 

dataset. 

 Amount: Reflects the transaction value in monetary terms. 

 



Nayak et. al Utkal University Journal of Computing & Communications, Vol. 2, Issue. 1 (2024) 

 

7 | P a g e  
 

 

 

 

 
 

Fig 1. Scatter Plot of the Dataset 

 

The target variable, Class, is binary and indicates the nature of the transaction: 

 

 1: Fraudulent transaction 

 0: Legitimate transaction 

 

This dataset provides an excellent foundation for developing and evaluating machine learning models to address the 

challenges of fraud detection in highly imbalanced data scenarios. 

 
4.2.  Flowchart of the Proposed Model 
 

.The flowchart in Figure 2 outlines the schematic layout of the system for detecting credit card fraud. It represents 

the sequential data processing flow, algorithm application, and decision-making stages in identifying fraudulent 

transactions. The primary components of the architecture include: 

Data Source: 

• The system begins with a dataset containing transaction records (e.g., obtained from Kaggle). 

• It includes both fraudulent and legitimate transactions, with anonymized features and sensitive 

details withheld for confidentiality. 

Data Preprocessing Module: 

• Normalization: Ensures uniform scaling of features such as "Time" and "Amount." 

• Class Balancing: Tackles the issue of class imbalance through oversampling (e.g., SMOTE) or 

undersampling techniques. 

• Feature Engineering: Utilizes PCA-transformed features (V1 to V28) alongside unaltered features 

like "Time" and "Amount." 

Model Training and Testing: 

• Training Data: A portion of the preprocessed dataset is used to train the models. 

• Machine Learning Algorithms: Models such as Random Forest, Logistic Regression, and K-

Nearest Neighbor (K-NN) are implemented. 

• Evaluation Metrics: Metrics like accuracy, precision, recall, and F1-score are used to assess model 

performance. 
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Fig 2. Schematic Layout of the Proposed System 

 
Fraud Detection Engine: 

• The trained models process incoming transaction data. 

• Each model provides predictions on whether a transaction is fraudulent (Class=1) or legitimate 

(Class=0). 

Decision-Making Layer: 

• Aggregates predictions from multiple models using a voting mechanism or another ensemble 

strategy to finalize the outcome. 

Output Module: 

• Flagged Transactions: Fraudulent transactions are flagged for further scrutiny. 

• Legitimate Transactions: Allowed to proceed without interruption, ensuring smooth 

operations for cardholders. 

 

This architecture ensures a streamlined and effective process for detecting credit card fraud, balancing accuracy and 

computational efficiency while safeguarding financial transactions. The fundamental architecture diagram in Figure 

3 provides a high-level overview of the system implemented to detect credit card fraud. It outlines the core 

components, data flow, and interaction between different modules, emphasizing the systematic approach to 

processing credit card transactions and identifying fraudulent activities. 
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Fig 3. Fundamental Architecture of the Proposed System 

 

5. Model Evaluation and Discussion 
 

The proposed model preprocess the data, trained the model, and answered the research questions. This section put 

forth the confusion matrix followed by a discussion.  

 

5.1.  Class Imbalance and Balancing Techniques in Data Preprocessing 

 

Machine learning algorithms often need help to achieve high performance when classification categories are not 

evenly distributed. The dataset used in this study is inherently imbalanced, with most transactions being legitimate 

and a minority being fraudulent. Balancing techniques are essential to ensure that the model is trained effectively. 

In this study, under-sampling was applied to the legitimate transactions to balance the dataset effectively. Figures 4 

and 5 illustrate the dataset distribution before and after balancing. 

 

 
                      Fig 4. Imbalanced dataset                            Fig 5. Balanced Dataset 

 
5.2. Dataset Splitting and Model Training 

 

Once balanced, the dataset was split into two parts: 

 

 Training Set (80%): Used to train the machine learning models. 

 Testing and Validation Set (20%): Used to evaluate model performance. 

Three classification models were built using Logistic Regression, Random Forest, and K-Nearest Neighbor 

(KNN). These models were evaluated using comparative criteria to identify the most suitable algorithm for detecting 
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fraudulent transactions. 

5.3. Performance Metrics 

 

The models were assessed using several key metrics, calculated using a Confusion Matrix: 

 

• Accuracy: The proportion of correctly identified transactions (both fraudulent and legitimate). 

• Precision: The fraction of correctly identified fraudulent transactions among all transactions flagged as 

fraudulent. 

• Recall (Sensitivity): The fraction of actual fraudulent transactions correctly identified. 

• F1 Score: The harmonic mean of precision and recall. 

 
5.4. Confusion Matrix Results 

 
By examining and comparing the confusion matrices of logistic regression, KNN, and random forest, one can make 

informed assessments of their individual capabilities in accurately classifying data. This visual representation aids in 

the evaluation and selection of the most suitable algorithm for a specific classification task. 

 

Table 1 presents the confusion matrices results for the three models—Random Forest (RF), Logistic Regression 

(LR), and K-Nearest Neighbor (KNN)—highlighting the distribution of true positives, false positives, true 

negatives, and false negatives. 

 

Table 1: Confusion matrix for several categorization models: Random Forest (RF), Logistic Regression 

(LR) and K-Nearest Neighbor (KNN) 

 

 
 

 
5.5. Classification Report and Model Comparison 

 

Table 2 summarizes the F1 score, accuracy, precision, recall, and support for each model.  

The results are categorized into: 

 Class 0 (Legitimate Transactions) 

 Class 1 (Fraudulent Transactions) 

From a total of 492 fraudulent transactions, the following results were achieved: 

 Logistic Regression outperformed with an accuracy rate of 94 % in detecting fraud. 

 The comparative results demonstrated the efficiency of Logistic Regression over KNN and Random Forest 

for this study. 
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Table 2: Comparing the F1 Score, Accuracy, Precision, Recall, and    Support for Logistic Regression, 

KNN, and Random Forest Models. 

 
This study leverages machine learning algorithms to enhance the accuracy of fraud detection systems. This paper 

demonstrates that Logistic Regression achieves comparable or superior accuracy, proving its robustness in fraud 

detection tasks. 

 
5.6. Discussion 

 
This discussion addresses the research questions outlined in the Section 3. 

 
Performance of logistic regression in detecting fraudulent transactions compared to K-NN and Random Forest 

 

Logistic Regression (LR) performs better in detecting fraudulent transactions than K-NN and Random Forest. This 

is evidenced by its higher F1 score, precision, and recall values. Logistic Regression maintains a strong balance 

between detecting fraudulent (class 1) and non-fraudulent (class 0) transactions. It achieves a low false negative rate 

(failing to identify fraud) and a high true positive rate (correctly identifying fraud), showcasing its effectiveness in 

this domain. The clear separation provided by LR's probabilistic model helps it outperform the other methods in 

distinguishing legitimate and fraudulent activities. 

 

Specific challenges posed by imbalanced datasets in detecting credit card fraud, and solution by Logistic 

Regression 

 
Imbalanced datasets are a significant hurdle in detecting credit card fraud, as most transactions are legitimate (class 

0), and fraudulent transactions (class 1) represent a tiny proportion. This imbalance skews algorithm training, causing 

models to favor the dominant class, leading to higher false negatives.  

Logistic Regression can address these challenges through data preprocessing techniques, such as: 

 

• Under-Sampling: Reducing the number of samples in the dominant class (legitimate transactions). 

• Over-Sampling: Replicating or generating synthetic samples for the minority class (fraudulent 

transactions). 

• Hybrid Techniques: Combining under-sampling and over-sampling for optimal class balance. 

 

By employing these methods, Logistic Regression can train on a balanced dataset, improving its efficiency in 

identifying fraudulent transactions. Applying these preprocessing techniques ensures a fair representation of both 

classes and enhances the overall robustness of the model. 
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Impact of the training dataset size on the performance of Logistic Regression, K-NN, and Random Forest in 

detecting fraudulent transactions 

 
The size of the training dataset plays a pivotal role in the performance of machine learning algorithms: 

 

• Logistic Regression: This algorithm performs well with small to medium-sized datasets due to its simplicity 

and ability to handle high-dimensional data. Its efficiency remains consistent even with a limited training 

dataset, provided it is balanced. 

• Random Forest: This ensemble method benefits from larger datasets, allowing its decision trees to learn 

diverse patterns. However, it remains robust even with smaller datasets due to its feature selection and 

averaging mechanisms. 

• K-Nearest Neighbor (K-NN): K-NN heavily relies on the size of the training dataset. A larger dataset 

provides more representative neighbors, improving classification accuracy. However, K-NN is 

computationally intensive with large datasets, which may lead to inefficiencies during prediction. 

While larger datasets generally improve model performance by providing more representative patterns, a vast dataset 

may lead to overfitting, particularly for algorithms like Random Forest. Therefore, an optimal training dataset size is 

crucial to balance generalization and computational efficiency. The study confirms that Logistic Regression, 

combined with effective preprocessing techniques, emerges as the most reliable model for detecting fraudulent 

transactions, even in imbalanced datasets. Random Forest and K-NN also exhibit strengths in specific scenarios. Still, 

their reliance on data size and computational resources makes them less efficient than Logistic Regression in this 

particular application. 

 

6. Conclusion 
 

Credit card fraud is both a criminal and an important commercial issue, as it causes substantial financial and personal 

losses. Organizations are investing significantly in innovative methods to detect and prevent such fraudulent activities 

to overcome this challenge. This paper evaluated the performance of three machine learning classifiers: Logistic 

Regression, Random Forest, and K-Nearest Neighbors (KNN) in fraudulent transaction identification. The precision 

rates achieved were 94% for Logistic Regression, 62.4% for Random Forest, and 92.89% for KNN, with Logistic 

Regression performing the best in classifying transactions as fraudulent or legitimate. Though the study did not 

achieve 100% accuracy, it developed a model that performs reliably and is close to the goal. Future work would be 

to integrate more algorithms and explore ensemble learning techniques to optimize the precision of the model. 

Advanced resampling strategies such as SMOTE could help overcome the dataset's imbalance. Increasing the dataset 

with additional features and reducing false positives would increase the robustness and reliability of the model. 

Scaling the model for larger datasets and implementing it in real-time systems would allow dynamic fraud detection. 

Also, the proposed work should be compared with more existing methods in future for better justification of the work 

done. By addressing these aspects, further research can aim for higher accuracy and reliability to improve financial 

security and user trust. 
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